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Abstract  

Machine learning has emerged as a cutting-edge technique for various tasks such as computer 

vision, natural language processing, and speech processing. However, due to the technique 

challenges and theoretical limitations associated with machine learning, these models are not 

always intelligent enough as human expect. This fact suggests that incorporating user knowledge 

into the system can be advantageous. Combining human domain knowledge and human feedback 

to a machine learning (ML) model not only promotes the performance of the system but also reduce 

the need for a large volume of construct training data. Human-in-the-loop is a field of research that 

is becoming increasingly important in the future since machine learning knowledge is still behind 

human domain knowledge in most realistic tasks, especially for those require creativity. The 

objective of human-in-the-loop is to train a more intelligent model by combining human 

knowledge and experience, improving the alignment between model performance and human 

behaviors. This paper is aimed at introducing the concept of human machine interaction from the 

perspective of machine learning, particularly focusing on the most popular technique that 

improving the model performance by human-in-the-loop training. Then the paper puts the spotlight 

on the application of human-in-the-loop training for natural language processing (NLP) context. 

Additionally, the paper explores the future research direction of human-in-the-loop under the 

context of NLP community. 

 

1. Introduction 

Deep learning is an area of artificial intelligence that achieving the goal of bridging the gap 

between automation of machine system and human intelligence. The successful applications of 

deep learning models cut across the boundary of many different fields, in which natural language 

processing and computer vision attracted most of the spotlights [1]. The success of deep learning 

can be attributed to its larger models, which can consist of hundreds of millions of parameters. 

This vast number of parameters provides the model with greater degrees of descriptive capability, 

allowing it to performs better in awe-inspiring description tasks [2].  

Admittedly, increasing the model size, which corresponding to the number of parameters, can 

significantly improve the descriptive capability of a model. The volume of training data with labels 

that needs from the model, however, will also become massive as the increment of the model 

parameters. One of the challenges in the deep learning research especially in NLP community is 

the demand for structured training data often outpaces the available supply, which can limit the 

accuracy and effectiveness of deep learning models. This is mainly because data annotating and 

labeling is a labor-intensive and time consuming work [3], and thus also expensive.  



To tackle this problem, some researchers proposed to build new dataset by data augmentation 

techniques or generating shadow dataset [4-6]. Even though data augmentation is a solution to 

solve the problem of dataset resource for large scale model, it is not the best solution to solve the 

problem fundamentally. Large scale machine learning models are still data hungry. In addition, 

this branch of techniques is not only encouraging an idea that “A large dataset is All you need”, 

which is unsustainable, but also showing there is still a deep gap between the current artificial 

intelligence system and human intelligence. As we know, humans are capable of learning new 

tasks rapidly even with few learning samples and prior experience. For example, a child is able to 

identify the same person from a large number of photos after given a few photos of a stranger [7]. 

Another branch of techniques to solve this challenge is transfer learning and pretrain-finetune 

framework [8], which have achieved a lot of incredible results, particularly in NLP. Based on this 

concept, a further development led to a new and young research area, which is Few-Shot learning 

[7, 9]. Human-in-the-loop training or human-machine interactive learning is research topic that 

being explored under this context.  

Since this paper is aimed at introducing the human-in-the-loop training or human-machine 

interactive learning under the background of NLP community, we will only focus our discussion 

on a sub-topic that building better language model with human feedback. Though, it is still worth 

mentioning that when talking about human-in-the-loop machine learning, the circle of this research 

topic is much larger than the point that this paper indicates.  

 

1.1 Human-in-the-loop conception 

"Human-in-the-loop" (HITL) is referring to a human's involvement or participation in a process or 

system that involves automated or machine-based decision making. It means that a human is still 

involved in the decision-making process, providing oversight, feedback, or guidance to ensure that 

the automated or machine-based decision-making process is effective, ethical, and aligned with 

human goals and values. This conception, is in line with the core idea of Human-Computer 

Interaction (HCI), emphasizes the interaction between human and machine.  

Even though the human-in-the-loop conception is a wide range research topic that falls on the 

intersection of computer science, cognitive science, and psychology, most recent researchers 

render this approach in areas such as artificial intelligence, machine learning, and robotics, where 

there is a need to balance automation and human expertise. These works [10-13] follow the same 

idea that integrate human knowledge and wisdom to an artificial intelligent system to boost the 

system performance.  

Evidently, as shown in Figure 1, the combination of human-in-the-loop and machine learning is 

becoming the new darling, no matter in academia or industry [3].  



 

1.2 Natural language processing 

NLP has become an increasingly important area of research in recent years, due to the explosion 

of digital data and the need to understand and analyze large volumes of text. It is a multidisciplinary 

field that combines techniques from linguistics, computer science, and artificial intelligence to 

enable computers to process, analyze, and generate human language [14].  

NLP has a wide range of applications, including machine translation, sentiment analysis, question-

answering systems, chatbots, and text-to-speech systems. For example, machine translation 

systems use NLP techniques to translate text from one language to another, while chatbots use 

NLP to enable natural language conversations between humans and machines. 

From statistical languages modeling to neural languages modeling, the NLP community 

experienced a series of profound evolution during the recent years. A lot of previous state-of-the-

art techniques made contributions to the NLP community with the advantage of combining deep 

learning. These works [15-17] pushed the frontier of many typical NLP tasks and even achieved 

performance that better than human level in some specific pattern recognition tasks such as name 

entity recognition and text classification. However, it is admitted that large language model and 

others specified task models still have gap behind human performance in a lot of more complex 

fields that require understanding and creativity. Natural language generation is a research topic 

that highly requires model’s language structure understanding, the result of a generating model 

should not only satisfy language fluency but also semantics continuity. For example, text 

summarization is kind of text generation tasks in which a model is required to generate a certain 

length of summarization based on the given paragraph in the inference mode. Another example is 

human machine dialog system or chatbot system in which a dialog model is built to recognize and 

understand natural language level query and output a most relevant answer. In a more generalize 

perspective, a dialog model can also play a role like an intelligent assistant with the functionality 

that not only answering questions but also providing suggestions.  

 

Figure 1. The search volume of the key words “human-in-the-loop” and 

“machine learning” is dramatically increasing in the recent years.  



1.3 Human factors in NLP 

As aforementioned, even though a lot of state-of-the-art results achieved significant performance 

in conventional NLP tasks, there is still a large room for improvement in other more challenge text 

generation tasks. To make an NLP system more intelligent, [18] first proposed a concept that 

treating every NLP problem as a text-to-text task. Under this concept, the model understands which 

tasks should be performed thanks to the task-specific prefix added to the original input sentence 

(e.g., “translate English to German:”, “summarize:”). This is an evolutional idea which encouraged 

to bridge the gap of language understanding between human and a machine learning model. 

Another work [19] introduced few-shot setting to language model in which the language model is 

equip with the capability to handle unseen tasks without the need of task-specific fine-tuning. This 

is to model a core idea that humans generally perform a new language task from only a few 

examples or from simple instructions.  

However, the works mentioned above are still stay in the idea that modeling human behavior in 

performing language tasks. In that case, no matter how large volume of the parameters the models 

have, unintended behaviors like not following the user instructions are always encountered. We 

normally call this kind of problem as model misaligned. To solve the misalignment problem in 

language model objective , some state-of-the-arts [20, 21] are proposed to engage human feedback 

in a ML model. To be specific, this idea is applying reinforcement learning (RL) to train or finetune 

a language model with human judgement as reward (more details are included in the later part of 

this paper). Particularly, this work [22] directly leads to extremely promising and evolutional 

project in the whole artificial intelligent but not only NLP community, that is ChatGPT, a chatbot 

system, from openAI. These models that engaged human judgement and preference in the training 

loop, indeed is taking advantage of human domain knowledge as part of the model prior experience. 

They significantly improved the alignment between model output and human output to a certain 

input.  

 

1.4  Contents organization 

In the following section 2, the details and techniques pipeline about the most state-of-the-art HITL 

method in NLP would be illustrated. In section 3, novel research idea and direction would be 

proposed based on the current works that illustrated in this paper. In section 4, conclusion would 

be given. The purpose of this paper is to review the current frontier of HITL for NLP community, 

meanwhile attempting to explore novel research direction in this area.  

 

2. Human-in-the-loop method 

There are many methods and definitions when talking about the phrase “Huma-in-the-loop”. They 

can be divided into three categories based on the perspective they are referring to according to this 

work [3], which are: 1) data processing method based on human-in-the-loop; 2) model training 

and reasoning based on human-in-the-loop; 3) and system construction and application based on 

human-in-the-loop. Under this context, we focus on the language model training and reasoning 

with human-in-the-loop.  



In most current state-of-the-arts in NLP community, human-in-the-loop training can be 

summarized to applying reinforcement learning to finetune a policy (which is a pre-trained 

language model) with a human preference supervised training model as the reward function. This 

idea is specifically inspired by the work [23] in which a robot locomotion RL tasks can be 

optimized with an unobservable reward function that defined by non-expert users’ comparison on 

short video clips of the agent’s behavior. A high level overview can be seen on Figure 2 [23].  

 

 

In general, consider an agent’s actions that depend on the environment is a sequence of steps, at 

each time step, the agent observes a state 𝑜𝑡 ∈ 𝒪 from the environment and responds an action 

𝑎𝑡 ∈ 𝒜 to the environment. In traditional RL problem, the environment will also provide a reward 

𝑟𝑡 ∈ ℝ, so the agent’s goal is to maximize the discounted sum of rewards. However, in this scenario, 

a human supervisor is assumed to provide preferences between trajectory segments, which is a 

sequence of pairs of observed states and actions, 𝜎 = ((𝑜0, 𝑎0), (𝑜1, 𝑎1), … , (𝑜𝑘−1, 𝑎𝑘−1)) ∈

(𝑂 × 𝒜)𝑘. Let 𝜎1 ≻ 𝜎2 if trajectory segment 𝜎1 is preferred by human to 𝜎2. In this case, the 

agent’s goal is to produce human preferred trajectories, while request as few queries as possible 

from human. In quantitative, we can say that the preferences ≻ are generated by a reward function 

𝑟: 𝒪 × 𝒜 → ℝ if, 
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If the human’s preferences are generated by the reward function, the agent will have a higher 

reward from 𝑟. Thus, if the reward function is known, the agent can be evaluated quantitatively. 

Using RL to optimize 𝑟, the agent would be able to achieve the ideally high reward. However, in 

some cases, we are able to use a quantitative reward function to evaluate the behavior. If so, 

qualitative method can still be used to evaluate how well the agent satisfy the human preferences.  

Further, the RL objective is to learn a good decision-making policy 𝜋: 𝑂 → 𝒜 with the reward 

function �̂�: 𝑂 × 𝒜 → ℝ , which maximizes rewards over time. These functions can be 

Figure 2. The reward predictor is trained asynchronously from comparisons 

of human feedback, and the agent maximizes predicted reward. 



parameterized by deep neural networks. The networks can be trained following the below 

procedures: 

1. Sampling the initial policy 𝜋 to generate a set of trajectories 𝜏1, … , 𝜏𝑖 , then update the 

parameters of 𝜋 by some RL algorithms so that sum of the predicted rewards 𝑟𝑡 = �̂�(𝑜𝑡, 𝑎𝑡) 

can be maximized.  

2. Randomly selecting a pair of segments (𝜎1, 𝜎2) from trajectories 𝜏1, … , 𝜏𝑖 that generated 

from step 1 for human to compare. 

3. Optimizing the parameter in 𝑟𝑡  through supervised learning settings to fit the human 

preference pattern.  

The above training process is run interactively. The first process generates trajectories, which are 

sent to the second process for comparison by a human overseer. The human comparisons then go 

to the third process, which uses the information to update parameters for 𝑟𝑡. Finally, the updated 

parameters are sent back to the first process to continue generating trajectories. This is the 

formalize pipeline for the deep reinforcement learning with human feedback based on the 

framework in [23]. The following part will illustrate the details about how it could be applied to 

settings of training language model. 

 

2.1 Model  

Suppose that an autoregressive language model 𝜌  with a vocabulary 𝛴  was defined by 
probability distribution over sequence of tokens 𝛴𝑛 such that, 

𝜌(𝑥0 ⋯ 𝑥𝓃−1) = ∏ 𝜌(𝑥𝑘|𝑥0 ⋯ 𝑥𝑛−1)

0≤𝑘<𝑛

 

This model can be applied to a task with input space 𝑋 = 𝛴≤𝑚, then the data distribution 𝒟 is over 

𝑋, and the output space 𝑌 = 𝛴𝑛. For example, if 𝑥 ∈ 𝑋 was an article that has 1000 words, then 

𝑦 ∈ 𝑌 can be a summary with 100 words. Using 𝜌 to generate the output summary can be regarded 

as a sampling obey a probabilistic policy via 𝜌(𝑦|𝑥) = 𝜌(𝑥𝑦) 𝜌(𝑥)⁄ , in which every next token 

can be generated by the prior tokens.  

Consider initializing a policy with a pre-trained language model such that 𝜋 = 𝜌, then we can train 

𝜋 via RL with a reward function 𝑟: 𝑋 × 𝑌 → ℝ to satisfy the given task. In that case, the goal of 

the optimization is to maximize the expected reward, 

𝔼𝜋[𝑟] = 𝔼𝑥~𝒟,𝑦~𝜋(∙|𝑥)[𝑟(𝑥, 𝑦)] 

However, rather than using a given reward, we need to estimate a reward function �̂� which reflects 

the human preference in the certain task. Therefore, we have to collect the human preference on 

this task, and then use these preferences as the dataset to train a supervised reward model.  

Following the scheme in [23], to collect the human preference data, human labelers should be 

asked to select a best value 𝑦𝑖 response to a given 𝑥 among two or more than two options such that 

𝑖 ≥ 2. Let us continue to take the article summary task as an example. Consider for each given 

article, there are four options of summary (𝑦0, 𝑦1, 𝑦2, 𝑦3). Let 𝑏 ∈ 0,1,2,3 be the label of the option 

that selected by human. Then we can construct a dataset 𝑆  that each data point as a tuple 



(𝑥, 𝑦0, 𝑦1, 𝑦2, 𝑦3, 𝑏) in which b is the label for supervised learning (actually there are still other 

ways to construct dataset, as long as using the label information). Then the reward model 

𝑟: 𝑋 × 𝑌 → ℝ can be fit using the below loss, 

𝑙𝑜s𝑠(𝑟) = 𝔼(𝑥,{𝑦𝑖}𝑖,𝑏)~𝑆 [𝑙𝑜𝑔
𝑒𝑟(𝑥,𝑦𝑏)

∑ 𝑒𝑟(𝑥,𝑦𝑖)
𝑖

] 

 

Given that the reword model needs to natural understand, following the implementation in [24], it 

can be initialized as a linear function of the final embedding layer of the language model 𝜌. 

Ordinally, the output of the model would be normalized to mean 0 and variance 1 for 

𝑥~𝒟, 𝑦~𝜌(∙ |𝑥).  

With the reward model and summary generation policy (which is also a model) well defined by 

neural networks. The training process is just an asynchronous training between the optimization 

of 𝑟 and finetuning of 𝜋 with RL. However, recalling the training process 1 as aforementioned, in 

the context language model, every epoch’s training data is sampling from the generating samples 

from last epoch’s policy. Consider in any one of the training epochs, if an RL update results in a 

poor policy, the future sample batches may not provide much meaningful information as it may 

get farther from the distribution of the original language model. Therefore, to prevent 𝜋 getting 

too far from 𝜌, a KL divergence term is added to the reward as a penalty. After adding the penalty 

term, the RL is performed on the modified reward such that, 

𝑅(𝑥, 𝑦) = 𝑟(𝑥, 𝑦) + 𝛽 log
𝜋(𝑦|𝑥)

𝜌(𝑦|𝑥)
 

where the d coefficient 𝛽 controls the strength of the KL penalty. Worth mentioning, in an online 

training setting, rather than simply iterating the original three training steps, the data collection 

and training procedures can be updated continually over the whole project if resource is available. 

By constantly updating the human preferences data through the whole training, it makes the model 

become more human-in-the-loop as it can continually taking more human variants into 

consideration. The specific illustration can be seen in Figure 3 [21].  

 

2.2 Policy gradient method 

Most, if not all, RL optimization problems are based on policy approximation and value 

approximation. However, under the context of training language model based on human 

feedback, in most scenarios the optimization problem is solved by policy approximation, which 

is rooted on policy gradient methods. Tons of policy gradient algorithms have been proposed 

following the emergence of RL, it is unrealistic to exhaust them is this paper. In most current 

state-of-the-arts in this topic, Proximal Policy Optimization (PPO)[25] and Asynchronous 

Advantage Actor-Critic (A3C) [26] are the two most popular favor. But both are based on policy 

gradient theorem. Some brief concepts of policy gradient theorem would be given as follows. 

Recall that RL problem’s goal is to get a maximize expectation reward. So let us begin with the 

optimization problem. Consider the maximization problem (in a finite trajectory space), 



𝑚𝑎𝑥
𝜗

𝐽(𝜗) = 𝑚𝑎𝑥
𝜗

∑ 𝑃(𝜏; 𝜗)𝑅(𝜏)

𝜏

 

where 𝐽(𝜗) is the objective function of the RL problem; 𝑅(𝜏) is the reward function 

corresponding to different trajectories, in our setting, is the reward model based on human 

preferences; 𝑃(𝜏; 𝜗) is the trajectory probability corresponding to a certain trajectory (in our case 

is a function over different token combination) which can be further defined by, 

𝑃(𝜏; 𝜗) = ∏ 𝑃(𝑜𝑡+1|𝑜𝑡, 𝑎𝑡) ∙ 𝜋𝜗(𝑎𝑡|𝑜𝑡)

𝑇

𝑡=0

 

where 𝜋𝜗(𝑜𝑡|𝑠𝑡) is language model (or generation policy); 𝑃(𝑜𝑡+1|𝑜𝑡, 𝑎𝑡) is the transition 

probability distribution that model on the environment. In theory, the 𝑃(𝑜𝑡+1|𝑜𝑡, 𝑎𝑡) is a 

troublesome because it is implicit. In practical problem, however, this term can be skip since in 

most policy gradient algorithms, the gradients of 𝐽(𝜗) is based on estimation methods in which 

the derivative of 𝑃(𝑜𝑡+1|𝑜𝑡, 𝑎𝑡) can be removed (it is not depended on 𝜗) through logarithm trick 

such that, 

∇𝜗 log 𝑃(𝜏; 𝜗) = ∇𝜗 ∑ log 𝜋𝜗(𝑎𝑡|𝑜𝑡)

𝑇

𝑡=0

 

Through different estimation methods, it is easy to calculate ∇𝜗𝐽(𝜗), and the thus the update can 

be performed like this, 

𝜃 = 𝜃 + 𝛼∇𝜗𝐽(𝜗) 

where 𝛼 is the learning rate. In some advanced policy gradient algorithms (e.g., PPO), the 𝛼 is 

absorbed into the estimation of ∇𝜗𝐽(𝜗). 

 

Figure 3. Diagram of our human feedback, reward model training, and policy training procedure. 



3. Discussion and future works exploration 

The current state-of-the-art with human-the-loop method are really impressive for the whole NLP 

community, especially the most representative work ChatGPT in which human feedbacks are took 

the most advantage to improve the intelligent level. Admittedly, these works significantly pushed 

forward the frontier NLP research, successfully aligning the language model capability with 

human intelligence in pure text tasks (an impressive result can be seen in Figure 4 [21]). However, 

there are still obvious limitations in these models. Firstly, even though they engaged human 

feedbacks in the training loop, the ML model training framework does not fundamentally change. 

The system is still basically following the traditional procedure: 1) data collecting; 2) model 

training; 3) model deploying. Some works did claim that they have some online training settings 

that parallel the human data collection with the finetuning process, but the change is not evolutional 

enough. In addition, their works’ settings required human labelers to strictly follow a series of 

instructions, which may generate unknow impact to some human preferences . Secondly, the above 

discussed human-in-the-loop pipeline are most designed for single modality model. There is a 

large room for the application of human-in-the-loop in multimodality tasks that cut across image 

and text data.    

 

 

3.1 Future for HILT in multimodality task 

While the purpose of this paper is to discuss and review the human-in-the-loop technique under 

the context of NLP. The range of research topic that the NLP community concern is not limited to 

the tasks that only contain text data. To be more specific, multimodality tasks that involve text and 

image input is a minority area that also in NLP community. For example, image captioning is a 

task that require a captioning model to generate text descriptions for a given input image. In the 

current research community, most human feedback training task are fall in article summarization, 

story continuation.  But there is not too much works apply human-in-the-loop training in image 

Figure 4. Comparison of different summaries to a story. The left one is a summary written by 

human, the middle one is generated by traditional supervised learning model, the right is 

generated by human feedback model. 



captioning yet due to the difficulty in aligning the two data modality. We believe that applying the 

human feedback-based training pipeline on this task in which using human preferences on image 

descriptions to train an image captioning would be an interesting work for future research. 

 

3.2 Future for HILT in attack and defense of NLP task 

While the great successes of large language model achieved in recent years motivate the research 

community continually push the-state-of-the-arts, the number of researchers that concern the 

security of large language is still small when comparing to which do research on developing new 

algorithms. This makes language model security still a nascent topic in NLP research. Though 

some prior works concern about this topic in which novel attacks and defense are proposed, the 

spotlight on this topic is far away from enough. The above human-in-the-loop training pipeline 

can be used to train adversarial attack samples for model robustness evaluation purpose. Further, 

it is also promising to use this technique to construct a large benchmark dataset for ML security 

under the context of NLP. 

  

4. Conclusion  

In this paper, we did a detailed review on the current research status of human-in-the-loop 

technique and its application on text generation tasks. In the introduction part, we reviewed and 

illustrated some basis conceptions on NLP and HITL. The core idea is to discuss the importance 

and promise to integrate human domain knowledge into language model. In the method section, 

we detailly explained main theory and principle of a popular human-in-the-loop training 

pipeline, which has been proved successful and used for some state-of-the-arts. Finally, the paper 

is end with a discussion about the limitations of current works and future research direction. We 

hope this paper will help readers get a little bit more familiar with human-in-the-loop training 

method for language model.  
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